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What is creativity?

. How can Al create art?
Can computers be creative?

Can Al create art?

What does this mean for the
future of art/creativity?

Why now?



Exciting era for Al-generated art



A Vincent van Gogh-inspired painting and The Mona Lisa using Google Deep Dream. Image courtesy of Google.

(DeepDream, Mordvintsev et al., 2015)
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“A sea otter in the style of Girl With a Pearl Earring by Vermeer”. Credit:

DALL-E (OpenAl)

“Augmented Art”, Credit: Midjourney, Jarek Kubicki

“Portrait of an older man sat in a coffee shop, shot through a
window”. Credit: Midjourney v5 | Julie Wieland



The Impossible Statue (2023). Credits: Swedish National
Museum of Science and Technology.

Denim Cape, created using Midjourney,
G-Star Raw (2023)

Billie Eilish. Credits: AI-DA&AIDAN MELLER (2019)



Al-generated music

“Genesis” Symphonic Fantasy in A minor, Op. 21 | Aiva Technologies, 2018


http://www.youtube.com/watch?v=Ebnd03x137A

Movies using Al generated images

The Frost. Al-Generated short film. Credits: DALL-E 2, Waymark / Latent Cinema, 2023 o '
GENES IS

<Official Tralles -

Genesis. Al-generated movie trailer. Credits: Midjourney & Runway, 2023


http://www.youtube.com/watch?v=QW-NFkVDfdA&t=70
http://www.youtube.com/watch?v=LodDJFg_LQk
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Ehe New Nork Times

Al Art at Christie’s Sells for
$432,500

% Share full article g m

“Portrait of Edmond de Belamy”, GANs & Obvious, print on
Canvas (2018). Image credit: Obvious

Exhibition “Faceless Portraits Transcending Time” at Chelsea’s HG Gallery

ML generated art brought into the mainstream


https://uploads.strikinglycdn.com/files/3e2cdfa0-8b8f-44ea-a6ca-d12f123e3b0c/AICAN-HG-Catalogue-web.pdf

Artists Worry About Survival as AI Changes
The New orkEimes the Game for Creative Work

Nvidia's Dominance  Google’s RT-2 Robot ~ Smart Ways to Use Chatbots ~ ChatGPT’s Code Interpreter ~ Can A.l. Be Fooled?

By Wall Street Journal 9 o @
Apr1 s

THE SHIFT

An A.lL-Generated Picture Won an Art
Prize. Artists Aren’t Happy.

“I won, and I didn’t break any rules,” the artwork’s creator says.

The threat that technology will replace workers is something more people are grappling

with due to the introduction of new tools powered by generative artificial intelligence.

PRICE S8.99 T H E APRIL 24 & MAY |, 2023

x ——— NEW YORKER
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The golden age of Al-generated art ™"
is here. It’s going to get weird

How software that can creae almost any image from a few words will change human
creativity



In this talk

Brief history of ML and the tech that makes this all
The impact on the artist and the creative process

Opportunities and Challenges



Why now?



Harold Cohen coring the forms produced by the
AARON drawing “Turtle”, ca. 1982. Collection of the
Computer History Museum

s
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Harold Cohen’s “Turtle” drawing machine, 1980

Early developments in Al art

Vera Molnar, Lettres de ma Mere (“Letter from my
Mother”), 1987.

Vera Molnar, De La Serie (Des) Ordres, 1974



ca 2010

Availability of large datasets
(ImageNet, Deng et al. 2009)

Neural Networks

output layer

input layer
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DeepDream 2015

(Mordvintsev et al., 2015)

what patterns do you see in this image? Now
amplify it.

Video credit: charlesleflamand

s (.}oﬁv(ﬂu:t.i()r:]a|.NN....E

Softmax
Layer 0 |—>~|Layer 1 |—>-|Layer 2 |—>~| Layer 3| "> Classifier

Use gradient to update image



http://www.youtube.com/watch?v=I2y6kS7396s&t=82
https://www.youtube.com/@charlesleflamand

The birth of Generative Al

Generation of new, never-before-seen content

Training set

Random

Generator

/ Discriminator
NG

L, Real
/ —’ @E' Fake

% o CNN

Fake image

Source: blog, https://sthalles.github.io/intro-to-gans/

Generative Adversarial Networks

(Goodfellow et al., 2014)

GAN loss

2014

E, [log(D(z))] + E:[log(1 — D(G(2)))]

“Adversarial training is the coolest thing since

sliced bread.”

— Yann LeCun



Generative Al

Generation of new, never-before-seen

content The birth of GANism (ca 2017)

PyTorch (Facebook, 2016)
TensorFlow (Google, 2015)

CycleGAN (Zhu et al., 2017), BigGAN (Brock et al., 2018)
StyleGAN (Karras et al., 2019, )...



“Memories of Passersby I”, Mario Klingemann Image: ONKAOS

GAN generated art, Memo Akten

“Al portraits”, GAN generated art, Mauro Martino, 2019



http://www.youtube.com/watch?v=eaFcN1-k-dQ&t=639
http://www.youtube.com/watch?v=2vuz4JCD9DQ&t=48

Generative Al Variational Autoencoders (VAEs) 2014

(Kingma et al., 2014)

|

Control over the latent space

'

Creation interactive and
adaptive artworks

Japoou]
2poo Jusle]
Decoder

High-dimensional Low(er)-dimensional High-dimensional
manifold of images latent space manifold of images

Image credit: synthesis.ai
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Drum 2-bar “Performance”, made with MusicVAE, Credit: Magenta, 2018

Generating lyrics with variational autoencoder and
multi-modal artist embeddings

Olga Vechtomova, Hareesh Bahuleyan, Amirpasha Ghabussi, Vineet John
University of Waterloo, ON, Canada
{ovechtom,hpallika,aghabuss,vineet.john}Quwaterloo.ca


http://www.youtube.com/watch?v=OsxP4lFp76I&t=15

Generative Al

Elevating Textual Understanding
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Image source: Vaswani et al., 2017.

(shifted right)

Transformers 2017

(Vaswani et al., 2017)

Powerful training of larger models

Attention based, process sequential data holistically

GPT 1 (openai 2018), BERT ( Devlin et al., 2018)



Generative Al

Elevating Textual Understanding

Video source: Scott La Counte, *

‘Using Al (Chat GPT) to Write a Book”, youtube

The,.
uardian

G

Opinion Sport Culture Lifestyle More v

The Guardian view Columnists Cartoons Opinion videos Letters

Opinion © This article is more than 2 years old
Artificial intelligence (A1) . . .
A robot wrote this entire article. Are you
scared yet, human?

GPT-3


http://www.youtube.com/watch?v=NxXHuY4Iv7U&t=290

Image generation from text

The rise of Al art generated from text prompts
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Image source: gina.ai

Embedding space

The ascent of
multimodal models

Make new data (generative)

Prompt: a cat.ﬁﬁ

dog looks
like a cat ..|. ||

Embedding space

Y



2021
DALL-E

OpenAl (Ramesh et al, 2022)

TexTprOMPT @ ... of afox sitting on a mountain at sunrise

AI-GENERATED painting in pop art  painting in cubist  painting in painting in the style
IMAGES painting style surrealist style of van gogh

DALL-E API



2021
DALL-E

OpenAl (Ramesh et al, 2022)

Huge

a single model to handle both modalities; text + image ?moynt of
< raining

for the prompt
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Training pipeline of DALL-E mini, Credits: Weights&Biases Inference pipeline of DALL-E mini, Credits: Weights&Biases

Transformers (BART, for text) + GAN
(for image)



Image generation from text

The rise of Al art generated from text prompts

Gradual noising

Gradual de-noising
P (Xk[Xk-1)

q(Xp—1 | Xp) = p (Xp—1]xx)

q<xn—2 ‘ Xn-1)

DALL-E 2 (OpenAl) 2022

Ramesh et al. (2022)

Diffusion models

Fine grained control
High quality outputs

regenerate crisp images from random noise



DALL- E 2 2022
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Training and inference pipeline of DALL-E 2, Ramesh et al. (2022)
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Diffusion model



Image generation from text

The rise of Al art generated from text prompts

2021 @

DALL-E (openAl)

) Dreamstudio by stability ai @ Shortcuts * K

88° Generate 7, Edit . . .
Post-apocalyptic wasteland with rusted and abandoned vehicles, dust stor... ~ (©

Style
_2 Enhance

Prompt
Post-apocalyptic wasteland with rusted and

abandoned vehicles, dust storms and towering dust
clouds, gritty, dark, dramatic, apocalyptic, stylized

' \ - A v b & .
Negative prompt = . o~ = — 2 022 .

> Upload image

Settings

Diffusion models
DALL-E 2 (openAl)

Imagen (Google)
Midjourney
Stable Diffusion (stability.ai)

v

Prompt: “ A Greek Statue made from clay
” image using Stable Diffusion, Credits: Reddit



Why now?

data + algorithms + computing power

GANSs, VAEs,
Transformers,
multimodal
architectures, Diffusion
models ...



Creativity and the artist



Creativity reimagined (... or rather evolved?)

Artist Ghanshyam Sharma in his studio, Image credit:
Hashim Badani

Image credit: Maja Dabek.

Al - a new medium for creating art



Creativity reimagined (... or rather evolved?)

Art has always been a reflection of the tools The role of the artist is recast.

available at every given moment. wil Py

" LEARNING

ALGORTIHM

90nposd 0} SIn0U] SazAlRUR.

TRAINED
~  ALGORTIHM

SEED
MATERIAL

Image source: Fjeld et al, 2017

“Beyond the light”, Artechouse Image: Steve McCurry



Co-creation

“The interface is not simply a mediating
apparatus for creation, but a speculative agent
of co-creation.” — Sougwen Chung

=

Sougwen Chung & D.O.U.G._1 (Drawing Operations, 2015)


http://www.youtube.com/watch?v=q-GXV4Fd1oA&t=165

Figures & Forms, Scott Eaton, 2019

Collaboration

(part of the creative
process)

“I have a “working” relationship with Al and use it
as a tool, albeit a sophisticated, technically
complex tool” — Scott Eaton

| Y,
Boby sour bEEPDRAW.
.2 OTHER PAN!'ASYICAL‘BCPEQIMENTS / ,

" |IN DEEP LEARNING


http://www.youtube.com/watch?v=TN7Ydx9ygPo&t=1354

Harvard -
Business .~
Review - :

GenAl and
the NewAge
of Human
Creativity

How revolutionary
technology can
enhance, rather than
replace, our powers

- ofimagination
PAGE 56

Amplifying Creativity



Amplifying Creativity

NewScientist

News Feat: Newsletters Podcasts lec Comment Culture Crosswords |

Health hysics  Technology  Envirc nt Mind Humans Life Mat

Technology

Artificially intelligent painters invent
new styles of art

22017

0000000

the artist
Xander Steenbrugge, My ideas are twisting, 2021.
Courtesy of the artist
Inspire new creations, unconventional combinations, more experimentation and exploration of

new aesthetics different styles, techniques, and mediums.


https://opensea.io/assets/0xdfde78d2baec499fe18f2be74b6c287eed9511d7/4000114

Amplifying Creativity

Acceleration of the creative process

“Skiagraphy drawing of timber frame wall built in gothic architectural style”,
built using DALL-E 2

Prompt:
“Modern armchair”

Al generated product design concepts, built using diffusion models, Credit: Grid Dynamics



Amplifying Creativity
Democratisation of art

e Overcomes geographical
barriers, fostering a globally
inclusive artistic community.

e Diverse art production leads
to increased representation
and inclusion.

e Reduced barriers to entry:
User-friendly generative Al
tools require minimal
technical expertise.
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Amplifying Creativity

Sheds light into human creativity (future)

> Front Psychol. 2019 Jun 19;10:1401. doi: 10.3389/fpsyg.2019.01401. eCollection 2019.
How Artificial Intelligence Can Help Us Understand
Human Creativity

Fernand Gobet ', Giovanni Sala 2

DOI: 10.48550/arXiv.2205.01605 + Corpus ID: 248506151

Toward Modeling Creative Processes for
Algorithmic Painting

Aaron Hertzmann + Published in International Conference on... 3 May 2022 - Art




Al a new medium for creation
Evolution of relationship artist (creator) - technology (creative medium)

A powerful to enhance creativity, expand boundaries for creation, test new
ideas fast and effective

Democratize creative process

A powerful tool to provide feedback to human creativity and shed light to its
intrinsic processes



Challenges



Who gets
credit for
L Al-generated

/ art?

/
/
CURATOR filters
output of algorithm

- PRACTITIONER trains.
CRO\({:;;:::;:!: data algorithm on data

Icons by Priyanka (crowd), supalerk laipawat (AV), Chanut is Industries
(decision making), Maxim Basinski (coding) on Noun Project

Image credit: Epstein et al. 2014

Challenges

...but also the
responsibility?


https://web.media.mit.edu/~zive/

Challenges

Copyrighting an Al model’s output should depend
on the degree of human involvement?

Legal treatment of data

(Copyrights) The output question(s):

can you copyright what an
Al model creates?

Al-generated art ineligible for

traditional copyright if so, who owns it?

if you own the copyright to the input
used to train an Al, does that give you
any legal claim over the model or the
content it creates?



Legal treatment of data
(Copyrights)

The input question: can
you use
copyright-protected data
to train Al models?

Challenges

Getty Images Sues Al
Company Over Hideous
Frankenphotos

Matt Novak Senior Contributor ®
ey

E o Feb 6, 2023, 01:46pm EST

gettyimage'
BYAC e Bonal

An example of an image made by Stable Diffusion, included in the lawsuit

brought by Getty Images. UNITED STATES DISTRICT COURT FOR THE DISTRICT OF

DELAWARE



Bias Challenges

A DARK SKINNED AFRICAN AMERICAN
AN AFRICAN AMERICAN WOMAN SMILING A WOMAN SMILING

=

WOMAN SMILING
.
-
’

%

Stepl.lame S Dlnkln Work on blas in AI data, image source: The New
York Times

GENERATED BY A.l.

Example of facial distortion on DALL-E 2
program to the prompt “Black woman

smiling,” including a five o’clock shadow. .
Source: The New York Times. Restaurant

Bias in DALL-E 2 generations. Source: Unknown



Challenges

Harmful
content

WERETD)
This Uncensored Al Art Tool Can Generate Fantasies—and Nightmares

Open source project Stable Diffusion allows anyone to conjure images with algorithms, but some fear it will be used to create unethical horrors.

Al-generated photo faking Donald Trump's possible
arrest, Credit: @EloptHiggins

Al-generated photo faking Bill's Clinton possible arrest,
Credit: @EloptHiggins on Twitter using Midjourney v5.




Challenges

Erosion of
trust

Image credit: DIETER KLEIN / TENEUES



What do the creators say?
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Can we learn from the past?


http://www.youtube.com/watch?v=sFBfrZ-N3G4&t=60

Navigating historical parallels:
Photography and portrait painting

“Portrait of Grand Duchess Anna”, George Dawe (1824-1825)

Jabez Hogg Making a Portrait in Richard Beard's Studio, 1843| Source: Wikipedia



Reshaping traditions, Paving new paths:
the rise of a new genre of art

Van Gogh abandoned accurate visual depiction, since that's
just photography

“You must boldly exaggerate the effects of either
harmony or discord which colors produce. It is the same
thing in drawing — accurate drawing, accurate color, is
perhaps not the essential thing to aim at, because the
reflection of reality in a mirror, if it could be caught,
color and all, would not be a picture at all, no more than
a photograph.” — Van Gogh

“Gauguin's Chair’, Vincent van Gogh.Source: Aaron Hertzmann, “How photography became an
art form”




Machine Learning may not be creativity’s downfall afterall



Can Machine Learning
create art?

\ The danger of Al

anthropomorphism

Can
computers
be
creative?


https://www.sciencedirect.com/science/article/pii/S0040162522003109
https://www.sciencedirect.com/science/article/pii/S0040162522003109

ML technological advancements introduced a new era in the creative
iIndustries.

(Generative) Al technologies are yet another artistic tool, with their own
distinct affordances and in constant evolution.

Limitless potential in redefining the boundaries of artistic expression.

Continuing research, thought and inclusive discussion among stakeholders
is needed to ensure the use of these technologies are beneficial.



Thank you

konstantinap@spotify.com

Promp: “Mediterranéan summer school in Thessaloniki”, Al
generated image, image credits: Konstantina Palla created

@konstantina_pll using imagine.art


mailto:konstantinap@spotify.com

References

Aaron Hertzmann, “Can Computers Create art?”, youtube https://www.youtube.com/watch?v=APkitEWgdKw

Epstein ZG, Levine S, Rand DG, Rahwan I. “Who gets credit for Al generated art?” iScience October 15,2014..

Mordvintsev, Alexander; Olah, Christopher; Tyka, Mike (2015). "Inceptionism: Going Deeper into Neural Networks". Google Research.
Archived from the original on 2015-07-03.

Krizhevsky, Alex et al. “lmageNet classification with deep convolutional neural networks.” Communications of the ACM 60 (2012): 84 - 90

Deng, Jia et al. “ImageNet: A large-scale hierarchical image database.” 2009 IEEE Conference on Computer Vision and Pattern
Recognition (2009): 248-255.

Mordvintseyv, Alexander, Olah, Christopher, and Tyka, Mike. “Inceptionism: Going deeper into neural networks.”
https://ai.googleblog.com/2015/06/ inceptionism-going-deeper-into-neural.html, 2015.


https://www.youtube.com/watch?v=APkitEWqdKw
https://web.media.mit.edu/~zive/
https://web.archive.org/web/20150703064823/http://googleresearch.blogspot.co.uk/2015/06/inceptionism-going-deeper-into-neural.html
http://googleresearch.blogspot.co.uk/2015/06/inceptionism-going-deeper-into-neural.html

References

Goodfellow I. J. et al., “Generative adversarial nets”, in Advances in Neural Information Processing Systems, 2014, vol. 3, no. January, pp.
2672-2680.

Zhu, Jun-Yan et al. “Unpaired Image-to-lmage Translation Using Cycle-Consistent Adversarial Networks.” 2077 IEEE International
Conference on Computer Vision (ICCV) (2017): 2242-2251.

Karras, Tero et al. “A Style-Based Generator Architecture for Generative Adversarial Networks.” 2019 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR) (2018): 4396-4405.

Brock, Andrew et al. “Large Scale GAN Training for High Fidelity Natural Image Synthesis.” ArXiv abs/1809.11096 (2018)

OpenAl (2021), DALL-E: Creating Images from Text. https://openai.com/blog/dall-e/ (Retrieved May 2021)

Rombach, Robin et al. “High-Resolution Image Synthesis with Latent Diffusion Models.” 2022 IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR) (2021): 10674-10685.


https://openai.com/blog/dall-e/?ref=libreai.com

References

Ramesh, Aditya et al. “Hierarchical Text-Conditional Image Generation with CLIP Latents.” ArXiv abs/2204.06125 (2022)

Fjeld, Jessica and Kortz, Mason. “A Legal Anatomy of Al-generated Art: Part I",
https://jolt.law.harvard.edu/digest/a-legal-anatomy-of-ai-generated-art-part-i

Kingma, D. P. & Welling, M. (2014). Auto-Encoding Variational Bayes. 2nd International Conference on Learning Representations, ICLR 2014,
Banff, AB, Canada, April 14-16, 2014, Conference Track Proceedings, .

Vaswani, Ashish et al. “Attention is All you Need.” NIPS (2017)

Devlin, Jacob et al. “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.” ArXiv abs/1810.04805 (2019)


https://jolt.law.harvard.edu/digest/a-legal-anatomy-of-ai-generated-art-part-i

