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Abstract—Latent variable models for network data extract a summary of the relational structure underlying an observed network.

The simplest possible models subdivide nodes of the network into clusters; the probability of a link between any two nodes then

depends only on their cluster assignment. Currently available models can be classified by whether clusters are disjoint or are allowed

to overlap. These models can explain a “flat” clustering structure. Hierarchical Bayesian models provide a natural approach to

capture more complex dependencies. We propose a model in which objects are characterised by a latent feature vector. Each

feature is itself partitioned into disjoint groups (subclusters), corresponding to a second layer of hierarchy. In experimental

comparisons, the model achieves significantly improved predictive performance on social and biological link prediction tasks. The

results indicate that models with a single layer hierarchy over-simplify real networks.

Index Terms—Machine learning, unsupervised learning, network models
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1 INTRODUCTION

NETWORK data encoding pairwise relations between
objects appears in many fields. For instance, in biol-

ogy, a protein network connects interacting partners, while
in a social network, links between individuals indicate rela-
tionships such as friendship. We focus on the most common
type of network data—sets of observations represented as
an unweighted, undirected graph—in the ensuing discus-
sion. The motivation behind the analysis of these networks
is two fold. First, there is a desire to understand the latent
structure responsible for the network; what are the features
of the proteins that account for the observed interactions
and what is the mechanism behind the links or non-links
among groups of people. Second, the prediction of
“missing” links in the network arises as an important chal-
lenge; how likely is it that a pair of proteins interact or that
two social network members are friends. A prominent
theme in machine learning is the use of latent variable meth-
ods, which approach this problem by extracting a simplified
summary of the graph and predicting the presence or
absence of links based on this latent representation. Latent
class and latent feature models are the two most common
categories found in the literature.

Latent class models assume that there are a number of
clusters (classes) and that each node belongs to a single clus-
ter. Under these models, the link probability between two
objects depends only on their cluster assignments. Early
work in this category includes the stochastic block model
(SB) proposed in Nowicki and Snijders [16]. Instead of

assuming a fixed number of clusters, the Infinite Relational
Model (IRM) and the Infinite Hidden Relational Model [9],
[22] use the Chinese restaurant process [18] to allow a
potentially infinite number of clusters. The Mixed Member-
ship Stochastic Block Model [[1], MMSB] increases the
expressiveness of the latent class models by allowing mixed
membership, associating each object with a distribution
over clusters.

Latent feature models increase the flexibility of the gener-
ative process by letting each object possess a vector of fea-
tures and determine the link probabilities based on
interactions among the features. In Hoff et al. [7] the link
probability between two objects is determined by the simi-
larity of their real-valued feature vectors. Miller et al. [12]
uses a vector of binary features which can be interpreted as
allowing objects to belong to multiple clusters at the same
time. Their model, the Latent Feature Infinite Relational
Model (LFRM), assumes that the number of clusters is not
known a priori and uses the Indian Buffet Process [[6], IBP]
to determine the number of latent clusters.

The limitation of a single cluster membership makes the
latent class models less flexible than the latent feature mod-
els. As an intuitive example, consider a network of individ-
uals at a collegiate University, in which a link denotes
friendship or acquaintance. Here there will be multiple types
of cluster, for instance colleges, departments and sports
teams. A person might be a member of more than one clus-
ter and his cluster-memberships determine his interaction
with others. To capture this structure a single membership
model, such as the IRM, must introduce a cluster for each
possible combination of the types of cluster, which in our
example would be to introduce clusters such as ‘Gryffindor
college, Department of Mathematics, Football’. This results
in an exponential explosion of clusters, making learning,
inference and generalisation difficult. Latent feature mod-
els, e.g., the LFRM, can instead use the feature vector repre-
sentation to implicitly account for the possible combination
of clusters. Though powerful, these models only account for
a flat clustering of the objects. In the context of the
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University social network, the ‘college’ feature might be
divided into many different subclusters, such as ‘Slytherin
college’, ‘Gryffindor college’ etc. The same for ‘sport’, with
subclusters like ‘basketball’, ‘tennis’, etc. The LFRM must
represent each cluster with a new feature, which will result
in feature vectors of greater size with a cost in interpretabil-
ity. Allowing an explicit representation of the partitioning
of each general class into subclasses would provide a more
structured representation of the data.

Towards this end, we develop a new nonparametric
latent feature model. We use a binary feature vector to
indicate the features that an object has. If an object has a
particular feature, then the object belongs to a particular
subcluster of this feature. Equivalently, we can think of
objects having several attributes (features) which have dis-
crete values (the subcluster assignments). Following our
university example, a person might have the ‘college’ attri-
bute and belong to the ‘Gryffindor college’ subcluster, but
cannot simultaneously be a member of another college. We
denote our model by ILA for Infinite Latent Attribute
model. We use a nonparametric Bayesian approach to
simultaneously infer the number of features and number
of subclusters inside each feature, while at the same time
inferring what features are active for each object, which
subcluster it belongs to and how subcluster membership
influences the observed interactions. We emphasise that
throughout this paper only latent, unobserved attributes
are considered: the extension to the case where side infor-
mation for each node is available is left to future work. We
illustrate the concept of latent attributes in Fig. 1 using a
hypothetical friendship network at Hogwarts School of
Witchcraft and Wizardry. Similar attributes could be envis-
aged for other domains such as the coauthorship and gene
networks considered in the results section. For coauthor-
ship one might expect attributes corresponding to geogra-
phy, institution, research field or seniority (professors
publish more often with postdocs/graduate students than
each other). For genetic interaction networks attributes
might be gene type (transciption factor, enzyme encoding,
micro-RNA encoding) or pathway membership.

The paper is arranged as follows. In Section 2 we
describe the generative process for our nonparametric
model. Section 3 explains the relationship of our model
to several recently proposed models. In Section 4 we
derive an algorithm for performing approximate poste-
rior inference, parameter estimation and link prediction.
Section 5 discusses the computational cost of our pro-
posed model relative to others. In Section 7 we study
our model’s performance on one synthetic and three
real data sets. Section 8 investigates the convergence
and mixing properties of our sampler empirically and
Section 9 concludes. In the Supplementary Material,
which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TPAMI.2014.2324586, we show the correctness of our
sampler using joint distribution tests, and present fur-
ther convergence analysis. An earlier version of this
paper was Palla et al. [17].

2 MODEL DESCRIPTION

Let R be an N �N binary matrix that contains the links
among the objects. In ILA, each object i ¼ 1; . . . ; N , is repre-
sented by a binary vector of latent feature values, zi. If there
are M features, then Z is a N �M binary matrix indicating
which features each object has active, with zim ¼ 1 if the ith
object has feature m and zim ¼ 0 otherwise. Let C be a set of
vectors, C ¼ fcð1Þ; . . . ; cðMÞg, that describe the subcluster
assignments within each feature, such that cðmÞ is a vector of
length N where c

ðmÞ
i denotes the subcluster the i-th object

belongs to in the m-th feature (c
ðmÞ
i is set to 0 if object i does

not have feature m). The number of subclusters present in
the m-th feature, which is also not known a priori, is
denoted as KðmÞ, so that c

ðmÞ
i 2 f0; 1; . . . ; KðmÞg. Finally, let

W be a set of M real-valued weight matrices of size
KðmÞ �KðmÞ each, where w

ðmÞ
kk0 is the weight that affects the

probability of there being a link from object i to object j,
given that object i belongs to subcluster k and object j
belongs to subcluster k0 of them-th feature.

Given the feature matrix Z, the set of the subcluster
assignments C, and the set of the weight matrices W, the

Fig. 1. An illustrative example of the structure modelled by ILA which explains the friendship network at Hogwarts school. Left: each student at
Hogwarts has the ‘house’ feature, and belongs to one of three subclusters (houses): Gryffindor, Ravenclaw or Slytherin. These subclusters are dis-
joint. Students within a house are very likely (0.8) to be friends. Students from Gryffindor are sometimes friends with Ravenclaws (0.2), but Slytherins
are never friends with either of the other houses.Middle: a second feature with only one subcluster is membership of Dumbledore’s Army, which con-
tains Ravenclaws and Gryffindors, and has an even higher probability (0.9) of resulting in a friendship link than being a member of the same house.
Right: the final friendship network is an element-wise OR of the links resulting from either of the two features (see Section 2.1).
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probability that there is a link from object i to object j is
given by

Prðrij ¼ 1 j zi; zj;C;WÞ ¼ s

�X
m

zimzjmw
ðmÞ
cm
i
cm
j
þ s

�
; (1)

where the sum ranges over all M features, s is a bias term,
and sðxÞ ¼ ð1þ e�xÞ�1 is the sigmoid (logistic) function that
maps the input arguments from ð�1;þ1Þ to ð0; 1Þ, ensur-
ing that the result is a valid probability. Under this model,
only features that are on for both objects influence the prob-
ability of a link between them. For these common features,
the appropriate weight values are summed up, depending
on the subcluster assignments of i and j. The weight values
are continuous variables which can be positive or negative
allowing pairs of subclusters to encourage or discourage
links between them correspondingly. We assume that given
the Z, C and W, the probability of each link is independent
and the likelihood is therefore as follows:

PrðR jZ;C;WÞ ¼
Y
i;j

Prðrij j zi; zj;C;WÞ: (2)

In order to allow flexible inference of the latent structure
from data, we set the number of possible features M and
the number of subclusters in each feature KðmÞ to infinity by
using an IBP prior on Z and CRP priors on the c’s. The hier-
archical generative model is then

Z ja � IBP ðaÞ
cðmÞ j g � CRP ðgÞ

w
ðmÞ
kk0 j sw � N

�
0; s2

w

�

rij jZ;C;W � Bernoulli

�
s

�X
m

zimzjmw
ðmÞ
cm
i
cm
j
þ s

��
:

The ILA model is illustrated in Fig. 2.
The IBP parameter, a, affects the number of represented

features, whereas the CRP parameter, g, controls the num-
ber of subclusters inside each feature. To improve the flexi-
bility of our model, we put Gamma priors on a and g, and a
Gaussian prior on the bias term s as follows:

a � Gð1; 1Þ; g � Gð1; 1Þ; s � N �
ms; s

2
s

�
;

where ms and ss are the mean and standard deviation
hyperparameters for the bias (we use ms ¼ �1; ss ¼ 1 unless
otherwise stated).

2.1 Noisy-OR Likelihood

An alternative likelihood function is a noisy-OR:

Prðrij ¼ 1 j zi; zj;C;WÞ ¼ 1� ð1� sÞ
Y
m

�
1� w

ðmÞ
cm
i
cm
j

�zimzjm
;

(3)

where s 2 ½0; 1� is a noise level, and w
ðmÞ
st 2 ½0; 1� are again

weights. This can be interpreted as saying that two nodes
will have a link between them if they have an interaction
resulting from any of the features, or anyway with some
small probability, s. A feature can only result in an interac-
tion if both nodes have that feature active, in which case
their subcluster assignments determine the probability of
having an interaction in this feature. To specify the full
model we put beta priors on the weights and noise:

w
ðmÞ
st � Betaðaw;bwÞ; s � Betaðas ;bsÞ; (4)

where unless otherwise stated we set ðaw;bwÞ ¼ ð0:5; 0:5Þ
and ðas ;bsÞ ¼ ð1; 3Þ.We show in Section 6 that this likelihood
has computational advantages in that it allows the computa-
tional complexity of the method to scale as the number of
links in the network rather than the total possible number of
links, N2. A similar approach has been applied to scaling
inference in the LFRM [13]. Since in real world networks the
number of links often grows more slowly than N2 (known
both informally and in a more technical sense as “sparse”
graphs), this can be a significant saving. One significant dif-
ference to the logistic-Gaussian likelihood model is that the
noisy-OR cannot represent features with negative weights
that reduce the probability of interaction: additional features
can never result in decreasing the probability of a link.

3 RELATED WORK

Here we examine three models that are closely related to
ILA. The IRM of Kemp and Tenenbaum [9] and the LFRM
of Miller et al. [12] both use nonparametric Bayesian
approaches to account for potentially infinite number of
clusters in the data. In the IRM, the link probability between
two objects depends only on the clusters they are assigned
to:

Prðrij ¼ 1 j ci; cj; hÞ ¼ hcicj ; (5)

where the link probabilities for each pair of clusters,
fhkk0 : k; k0 ¼ 1; . . . ; Kg are given independent Beta priors,
and the cluster assignments, c are given a CRP prior. ILA
and the LFRM on the other hand put a logistic-normal prior
on the between feature and subcluster link probabilities.
More specifically, the LFRM defines the link probability as

Prðrij ¼ 1 jZ;WÞ ¼ s

�X
kl

zikzjlwkl þ s

�
; (6)

where W is a K �K real valued weight matrix (with K
being the number of features), given an elementwise

Fig. 2. Diagram of the ILA model. ci and cj are the subcluster assign-
ments for objects i and j respectively, shown here with M ¼ 3 features.
c
ð2Þ
i being zero corresponds to the absence of feature 2 for object i, so
this feature contributes no weight. For the two features which are active
for both i and j, namely features 1 and 3, the subcluster assignments
dictate which element of the feature’s weight matrix should be chosen
for each feature. Finally the weights are summed and passed through a
sigmoid function to give the probability of a link between i and j.
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Gaussian prior, and Z is an N �K matrix of binary feature
vectors drawn from an IBP. Comparing Equations (6) and
(1) for ILA, we see how the two models differ. The LFRM
defines a weight value for each possible pair of features,
while ILA defines a weight matrix for each feature, whose
elements correspond to every pair of subclusters in that fea-
ture. The link probability in LFRM depends on all the possi-
ble pairs of features that are on for both objects, while in the
ILA model, the link probability is contributed to only by fea-
tures that are simultaneously on for both objects. While sub-
clusters within a feature can interact in ILA, subclusters
from different features do not interact.

Unlike the IRM, the ILA model does not partition the
objects into a set of non-overlapping clusters; although it
specifies non-overlapping subclusters for each feature, it
also allows each object to have multiple features, thus
accounting for multiple membership. ILA is more expres-
sive than LFRM because it associates each feature with a set
of subclusters.

Interestingly, both the IRM and LFRM can be thought of
as special cases of our model. If only one column of Z is
switched on in ILA (i.e., there is only one feature which is
on for every object) then this is equivalent to the IRM. In
this case the ILA logistic-Gaussian likelihood becomes

Prðrij ¼ 1 jZ ¼ 1;C;WÞ ¼ s
�
w

ð1Þ
c1
i
c1
j

þ s
�
: (7)

Contrasting this to Equation (5) the ILA has a logistic-nor-
mal prior on the between subcluster link probabilities rather
than a Beta prior, but this is a relatively minor difference.
With s ¼ 0 the ILA noisy-OR likelihood in this case (i.e.,
Z ¼ 1) is identical to the IRM.

If the LFRM is constrained to have a weight matrix W
with only diagonal non-zero elements, then its link proba-
bility becomes

Prðrij ¼ 1 jZ;WÞ ¼ s

�X
k

zikzjkwkk þ s

�
:

This is then equivalent to ILA in the case when there is only
one subcluster in each feature, since the ILA logistic link
probability is then

Prðrij ¼ 1 j zi; zj;C ¼ 1;WÞ ¼ s
�X

m

zimzjmw
ðmÞ
11 þ s

�
:

In [13] a version of LFRM using the noisy-OR likelihood,

Prðrij ¼ 1 j zi; zj;WÞ ¼ 1� ð1� sÞ
Y
kl

ð1� wklÞzikzjl ; (8)

was proposed. This is equivalent to ILA with the noisy-OR
likelihood under the same conditions as for LFRM: if the
model of Equation (8) has diagonalW and ILA has only one
subcluster per feature.

ILA can also be seen as a extension of the Multiplicative
Attribute Graph (MAG) model proposed in Kim and
Leskovec [10], where the link probability is

Prðrij ¼ 1 jC; hÞ ¼
Y
m

h
ðmÞ
cm
i
cm
j
;

where h is a set of M two by two matrices of probabilities
with elementwise independent Beta priors, and the c’s are

equivalent to our subcluster assignment variables but con-
strained to takes values in f1; 2g. We extend this model in
three ways: 1) we learn the number of subclusters in each
feature, rather than fixing it to two, 2) we learn the number
of features M, and 3) we incorporate additional sparsity, in
that an object need not have a particular feature active at all.
We parameterise our model in terms of real valued weights
which contribute to the log odds of a link being on, rather
than with probabilities that are multiplied together, but this
entails no loss of flexibility. In fact this may be advanta-
geous to ILA since the MAG suffers from each new feature
decreasing all link probabilities.

There are several models that have been proposed for
discovering hierarchical structure in relational data [4], [20].
In [4], each object is still a member of one out of many non-
overlapping clusters. In [20] each object can belong to multi-
ple overlapping classes, which are nested in a hierarchy.
Our model is distinct in using a factorial structure to allow
each object to be a member of many subclusters as long as
these subclusters are in different features.

4 INFERENCE

In the following, we present a method for inferring the latent
variables of the model: the infinite binary feature matrix, Z,
the subcluster assignments, cðmÞ for each feature m, and the
weight matrices,WðmÞ. Simultaneously we recover the num-
ber of features and the number of subclusters within each
feature. As with many other Bayesian models, exact infer-
ence is intractable so we employ Markov Chain Monte Carlo
(MCMC), and follow an iterative procedure that achieves
posterior inference over the latent variables.

4.1 Sampling the Feature Matrix, Z

We Gibbs sample each element of Z in succession. For each
object i, the sampler makes the following decisions: which
of the currentM available features should be turned on/off,
and howmany new features should be turned on. However,
when turning on a feature the sampler must also sample a
new subcluster assignment and, in case of adding a new
subcluster, the related new weights.

By exchangeability of the rows of Z we can assume that
the ith object is the last to be added to Z after N � 1 rows
have already been added. For all the M features currently
present in Z, the conditional posterior probability of an
entry zim,m ¼ 1; . . . ;M follows a Bernoulli distribution:

Prðzim ¼ 1 jZ�im;C�im;W;RÞ
/ n�im

N
PrðR j zim ¼ 1;Z�im;C�im;WÞ; (9)

where Z�im is the Z matrix excluding the Zði;mÞ element,
n�im is the number of times feature m is present in Z�im

and C�im excludes the subcluster assignment c
ðmÞ
i . To com-

pute the probability in Equation (9), we need to sum over
c
ðmÞ
i , the space of the possible subclusters that the ith object
may be assigned to if zim is to be turned on. This also
includes integration over a possible new subcluster. How-
ever, the prior over the parameters WðmÞ related to a new
subcluster is not conjugate for either likelihood function
(logistic or noisy-OR), and thus the likelihood term cannot
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be computed exactly. To overcome this problem, we use
the auxiliary variable approach proposed in Neal [14]
(Algorithm 8), both to facilitate the integration required in
Equation (9), and to decide which subcluster to assign the
ith object to in the mth feature if zim is turned on.

We must also sample the number of new features unique
to the i-th row, M

ðiÞ
new. Instead of considering these features

separately, we calculate the conditional posterior overM
ðiÞ
new,

using the fact that under the IBP the prior distribution over
Mnew for the last row is Poissonða=NÞ. Combining the Pois-
son prior with the likelihood, we obtain the conditional pos-
terior overM

ðiÞ
new. However, to obtain the required likelihood

term we need values for CðmÞ and WðmÞ for the proposed
new features. Clearly c

ðmÞ
i ¼ 1 for any new features, since a

feature active for only one object can only have one subclus-
ter. Integrating over the weights is not straightforward
because the prior over WðmÞ is not conjugate to the likeli-
hood. We therefore employ a Metropolis Hastings step, pro-
posing values for w

ðmÞ
11 from the prior so that the acceptance

ratio becomes simply the likelihood ratio for including the
new features and associated CðmÞ and WðmÞ values in the
model versus not including them.

4.2 Sampling the Subcluster Assignments,C

We may choose to resample each CðmÞ in succession as a
second step, again using Algorithm 8 of Neal [14]. In prac-
tice we found this unnecessary since C is sampled in the
process of sampling Z.

4.3 Sampling the Weights,W

Given Z and C, the sampler successively resamples each of
the weights fwðmÞ

kk0 : k; k0 ¼ 1; . . . ; KðmÞ;m ¼ 1; . . . ;Mg. Since
we do not have conjugacy (due to the logistic link function),
we cannot sample directly from the posterior over w

ðmÞ
kk0 . To

overcome this problem we used both Metropolis Hastings
and slice sampling [15] but found the latter resulted in faster
mixing. For the noisy-OR likelihood the weights are con-
strained to lie in the unit interval. We again use slice sam-
pling but find that using the logit reparameterisation,
t ¼ logðw=½1� w�Þ gives somewhat improved performance.

4.4 Hyperparameters

We use slice sampling the CRP concentration parameter, g
and the bias, s. Having put a gamma prior on the IBP hyper-
parameter, a, conjugacy facilitates exact sampling from a
gamma posterior.

4.5 IRM Implementation

Our implementation of the IRM of Kemp and Tenenbaum
[9] uses standard Gibbs sampling. The IRM is not naturally
a good model for sparse real world networks, a problem we
attempt to alleviate by putting an asymmetric beta prior
Beta(b1;b2Þ on the weights and a log-normal prior over b1

and b2 with m ¼ �1 and s ¼ 1. In the IRM we are able to
integrate out the weights h analytically due to conjugacy, so
we need only sample the cluster assignments and the hyper-
parameters: the CRP concentration parameter, g and the
weight hyperparameters b0 and b1. We use slice sampling
for the hyperparameters.

4.6 LFRM Implementation

For the LFRM of Miller et al. [12], we Gibbs sample the
IBP matrix Z and slice sample each element of the
weight matrix W sequentially, followed by the IBP con-
centration parameter.

4.7 Sequential Initialisation

The Gibbs updates described above are the simplest moves
we could make in a MCMC inference procedure for the ILA
model. However, these updates are quite incremental, since
only a single variable is updated at a time. Due to the
extremely large number of possible configuration states,QM

m¼1ðKðmÞ þ 1ÞN , the sampler can suffer from local modes
and have somewhat slow mixing. Non-incremental moves,
like splitting and merging features in the Z matrix or sub-
cluster assignments in C can produce major changes in the
configuration state in a single iteration and can help the
sampler explore more efficiently. Split-merge sampling in
the IBP has been previously described in Meeds et al. [11].
However, we found that a sequential initialization of the
sampler improved the performance, guiding the sampler
closer to neighborhoods of higher probability.

To sequentially initialise all parameters the nodes are
first randomly permuted and then added to the model as
follows. Initially two nodes are added to the model with no
features active. Then a few (typically three) iterations of the
MCMC sampler are run. Then the next node is added, with
no features turned on, and another three iterations of the
sampler are run. This procedure is iterated until all nodes
have been added. The sampler will naturally grow the num-
ber of features and subclusters within each feature as more
data is added. The advantage of this method is that the initi-
alisation is appropriate for the model, the sampler is very
fast initially due to the small number of nodes, and the
search space is small initially so it is easier for the Markov
chain to find a relatively high probability region of parame-
ter space. We also used sequential initialisation for our
implementation of LFRM, but not for IRM where empiri-
cally we did not find it helpful perhaps due to the simpler
nature of the model.

4.8 Prediction

A principled way to evaluate a generative model is by its
ability to predict missing data values given some observa-
tions. For ILA we collect T samples ffZð1Þ;Cð1Þ;Wð1Þg; . . . ;
fZðT Þ;CðT Þ;WðT Þgg from the posterior and estimate the pre-
dictive distribution of a missing link as the average of the
predictive distributions for each of the collected samples.
Assuming that we want to predict the missing link rij
between objects i and j, the approximate predictive distri-
bution is

Prðrij ¼ 1 jRtrainÞ � 1

T

XT
t¼1

Prðrij ¼ 1 jZðtÞ;CðtÞ;WðtÞÞ:

5 COMPUTATIONAL COMPLEXITY

In general, the computational cost of latent feature models
scales quadratically in the number of objects. In the LFRM,
computing the likelihood has a complexity of OðM2N2Þ,
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where M and N is the number of represented features1 and
the number of objects correspondingly. For ILA, the link
probability between two objects given by Equation (1),
results in computational cost OðMN2Þ when calculating the
likelihood across all pairs. The computational cost of the
IRM scales linearly in the number of links in the network,
L ¼ P

ij rij, because the likelihood, with the link probabili-
ties h integrated out, can be written as

PrðR j cÞ ¼
Y
a;b

Betaðnða; bÞ þ b; nða; bÞ þ bÞ
Betaðb;bÞ ;

where nða; bÞ is the number of pairs of objects ði; jÞ where
i 2 a and j 2 b and Rði; jÞ ¼ 1, nða; bÞ is the number of such
pairs where Rði; jÞ ¼ 0, and Betað�; �Þ is the Beta function.
The computational cost of computing the likelihood in the
IRM is therefore OðK2LÞ.

The fact that the computational cost for ILA grows
quadratically in N motivates using a different likelihood,
the noisy-OR, that allows computation to scale with the
number of observed links, as described in the next section
(Section 6). This allows improved scalability on typical
sparse real world networks where the number of links is
much smaller than the number of non-links. This likelihood
comes with the restriction of only being able to have posi-
tive weights between clusters (homophily).

6 NOISY OR LIKELIHOOD COMPUTATION

Using ideas from Mørup et al. [13] we show here how the
noisy-OR likelihood enables us to calculate the complete
likelihood with computational complexity that scales line-
arly with the number of links in the graph, as opposed to
OðN2Þ for the Gaussian-logistic likelihood. This is beneficial
for real world networks where the number of observed links
typically grows much more slowly than N2 and results in
sparse networks. We introduce the indicator variables

�mis ¼ zimI
�
cmi ¼ s

	
;

so that we can rewrite Equation (3) as

Prðrij ¼ 1 j zi; zj;C;WÞ ¼ 1� ð1� sÞexp
�X

mst

P
ðmÞ
st �mis �

m
jt

�
;

where we define

P
ðmÞ
st :¼ log

�
1� w

ðmÞ
st

�
:

Assuming s ¼ 0 (the computations go through with little
modification for s > 0) the overall likelihood is now

Y
ði;jÞ2Y1

1� exp

�X
mst

P
ðmÞ
st �mis �

m
jt

�
�

Y
ði;jÞ2Y0

exp

�X
mst

P
ðmÞ
st �mis �

m
jt

�
;

(10)

where Y1 and Y0 denote the sets of links and non-links in
the training data respectively. The product over the non-
links can be written

Y
ði;jÞ2Y0

exp

�X
mst

P
ðmÞ
st �mis �

m
jt

�
¼ exp

X
ði;jÞ2Y0

X
mst

P
ðmÞ
st �mis �

m
jt

¼ exp
X
mst

P
ðmÞ
st

X
ði;jÞ2Y0

�mis �
m
jt :

(11)

We can write the inner sum efficiently as

Smst ¼
X

ði;jÞ2Y0

�mis �
m
jt ¼

X
i

�mis
X
j

�mjt �
X

ði;jÞ2Yc
0

�mis �
m
jt ;

where the first term is an efficient, OðNÞ, means of calculat-
ing the sum over the complete graph, and the second term
is a sum over the complement Yc

0, which is typically small,
consisting of the training links, missing and test edges.

7 RESULTS

We present results on a toy synthetic data set and on three
real world data sets: the NIPS coauthorship network, a
novel gene interaction network and a larger curated gene
pathway network.

7.1 Synthetic Data

We first explored the ability of our model to recover the
underlying structure of a network using synthetic data. We
considered one simple N ¼ 30 synthetic data set (Fig. 3a)
hand-constructed to have an unambiguous most parsimoni-
ous solution under each model. Under ILA (logistic) this is
the feature matrix shown in Fig. 3b with two features. The
first feature has three homophilic subclusters (i.e., individu-
als tend to have links if they are in the same cluster), whereas
the second feature has two heterophilic subclusters (i.e., indi-
viduals tend to link if they are in different clusters). We ran
ILA for 200 MCMC iterations following sequential initialisa-
tion. The sample with the lowest energy (highest log proba-
bility under the posterior) corresponds exactly to the

Fig. 3. Synthetic data example. (a) Observed synthetic 30� 30 link matrix. White corresponds to zero, black to one. (b) ILA (logistic) solution. Contri-
bution to the adjacency matrix from the two features found, the first has three subclusters, and the second two dis-associative subclusters. (c) LFRM
solution: Zmatrix. White corresponds to zero, black to one (active feature). (d) IRM solution. Six clusters are found.

1. M is potentially unbounded, but in practice the model will use
some finite number of features to model any finite data set.
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expected “true” structure, as shown in Fig. 3b. The MAP
sample found using LFRM is shown in Fig. 3c. Again this is a
passable explanation of the data but it is considerably more
convoluted than the simple, interpretable but rich solution
found using ILA. Note that running 2,000 iterations (follow-
ing sequential initialisation) of LFRM no better solution was
found. In contrast the IRMfinds the flat clustering of six clus-
ters shown in Fig. 3d, which is an acceptable solution but
does not capture the rich structure that ILA is able to.

7.2 NIPS Coauthorship Network

We compare the performance of the IRM, LFRM and ILA on
the NIPS coauthorship data set [5], where a link corresponds
to two individuals being coauthors of a paper at one of the
first 17 NIPS conferences (see Fig. 4a). Following Miller et al.
[12] we use only the 234 most connected authors. We run
10 repeats, each time holding out a different 20% of the
data (links and non-links) and using a different random

initialisation. We run two versions of ILA: the first with the
logistic likelihood, and the second with the noisy-OR likeli-
hood. We run 1,000 iterations for each method and calculate
evaluation metrics averaged over the last 300 samples. The
results are shown in Table 1, and Figs. 5 and 6 which shows
predictive performance as a function of MCMC iteration
number and computation time respectively.

We confirm the finding in Miller et al. [12] that LFRM
outperforms the IRM on this data set. However, across all
three evaluation metrics one of the two versions of ILA sig-
nificantly outperforms LFRM (for example, the t-test
between the test error for LFRM and ILA noisy-OR shows
the means to be significantly different with a p-value of
10�5). Which likelihood model appears best for ILA
depends on the choice of evaluation metric. Under the ILA
posterior M is concentrated between 10 and 14 features,
with typically two to four subclusters per feature. Figs. 5
and 6 show that while ILA (even the noisy-OR version) has
somewhat higher computational cost per MCMC iteration,

Fig. 4. Predictions for the three models on the NIPS 1-17 coauthorship data set. In (a), white denotes that two people wrote a paper together, while in
(b), (c), and (d), the lighter the entry, the more confident the model is that the corresponding authors would collaborate.

TABLE 1
NIPS Coauthorship Network Results

IRM (simple) LFRM ILA logistic ILA noisy-OR

Train error (0-1 loss) 0:0262	 0:0046 0:0221	 0:0009 0:0190	 0:0013 0:0179	 0:0029
Test error (0-1 loss) 0:0289	 0:0041 0:0251	 0:0012 0:0242	 0:0016 0:0227	 0:0032
Test log likelihood �0:0484	 0:0056 �0:0306	 0:0034 �0:0305	 0:0031 �0:0292	 0:0042
AUC 0:9305	 0:0123 0:9169	 0:0136 0:9360	 0:0081 0:9058	 0:0194

Fig. 5. Average test error as a function of MCMC iteration on the NIPS
data set. Because of sequential initialisation even at iteration 1 much of
the predictive performance has already been achieved.

Fig. 6. Average test error as a function of time on the NIPS data set.While
ILA has a higher per iteration cost than the IRM or LFRM we see that ILA
would still perform best even given the same computation budget.
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good predictive performance could in fact be achieved with
considerably fewer iterations than we used. In particular,
our conclusions would be the same if we stopped all four
models when LFRM finished its 1,000 iterations. In order to
compare to a non-model based approach we also predicted
links using k-nearest neighbour (kNN) imputation as imple-
mented in the R package ‘imputation’, which includes
cross-validation for choosing k. The resulting test error is
0:0239	 0:002, which is beaten only by the noisy-OR ver-
sion of ILA. While the non-parametric nature of kNN allows
it to achieve good predictive performance, it lacks the
interpretability of the model based methods we focus on in
this paper.

In Fig. 4 the link predictions for each of the three models
are presented. Figs. 4b, 4c, and 4d visualize the belief of each
model that there should be a link between each pair of
authors. The link matrices were constructed after running
the three models on the NIPS 1-17 data set for 1,000 itera-
tions, using the same random seed and averaging over the
last 300 samples. To facilitate interpretability, we ordered the
authors by the clusters found by the IRM. It can be clearly
seen that both the LFRM and ILA (logistic) models outper-
form the IRM by appearing more confident and reproducing
the corresponding network more faithfully. Considering
Figs. 4c and 4d, LFRM and ILA appear comparable, with ILA
being slightly more confident. Quantitatively however,
Table 1 shows that the ILA solution is superior.

Using this data set we also investigate predictive perfor-
mance and model complexity as a function of the amount of
training data provided to the various models. A subset of
23 nodes (i.e. 10% of the N ¼ 234 data set) were chosen as
test nodes, and half of the edges between these nodes were
used as test edges. Initially only these 23 nodes were trained
on, and then 10% more of the nodes were added

sequentially until all N ¼ 234 nodes were included, keeping
the test edges the same. The results are shown in Fig. 7,
where complexity is measured as the number of clusters for
IRM, the number of features for LFRM and the total number
of subclusters across all features for ILA. Here we find IRM
outperforms LFRM, contrary to our conclusion from Table 1:
this is likely to be a result of the very different holdout pat-
tern for this experiment. However, we again see ILA outper-
forming the other two models.

7.3 Gene Interaction Network

We present results on a subset of the interaction data pre-
sented in Jonikas et al. [8].2 This is an example of a new
class of high throughput gene interaction assays, in this
case using the yeast S. cerevisiae. A range of “deletion”
strains are created, each of which has a single gene deleted.
Some phenotypic response is measured during the growth
of each strain, in this case unfolded protein response
(UPR), a measure of how badly the cell is doing at cor-
rectly folding its membrane proteins. “Double mutants”
with two distinct genes deleted are then screened. Based
on the single deletion strains, the expected UPR response
for these double mutants can be predicted (see Jonikas
et al. [8] for details) assuming no interaction between the
two deleted genes. If the observed UPR response is signifi-
cantly different from this predicted value then the genes
must interact in some way, so we consider this as an edge
in the network. We use the 156 genes with the least miss-
ing data. We run 10 repeats with a different 10% of the
observed data heldout each time, and perform 1,000
MCMC iterations for all models. Again we find ILA signifi-
cantly outperforms LFRM and the simple IRM (see Table 2).
ILA typically finds around M ¼ 30 features with three to
five subclusters per feature. We find significantly more fea-
tures are associated with particular properties of the genes
as defined by Gene Ontology classes3 than would be
expected by chance (p < 10�3 calculated by permutation
testing), for example the three subclusters of one particular
feature have very different proportions of ligand binding
genes (10=41; 21=27 and 2=20 respectively).

In Fig. 8 the link predictions for each of the three models
for the gene data set are presented. As in the NIPS data set,
the link matrices were constructed after running each model
for 1,000 iterations, using the same seed and averaging over
the last 300 samples. The clusters found by the IRM were
used to order the genes. Both the LFRM and ILA (logistic)
models outperform the IRM, but ILA is able to capture
more structure in the data.

7.4 Cancer Gene Map

We apply the noisy-OR implementation of ILA to modelling
the cancer cell map4 network, a hand curated network of
pathway interactions between human genes. The data set
includes 1;978 interactions among 1;139 genes, thereby rep-
resenting the largest network we analyse here. However, we
are able to leverage the efficient noisy-OR likelihood

Fig. 7. Predictive performance (top) and model complexity (bottom) for
varying amounts of training data on the NIPS data set. Points shown are
averages from three repeats. Complexity is number of clusters for IRM,
number of features for LFRM and total number of subclusters across all
features for ILA (noisy-OR).

2. http://weissmanlab.ucsf.edu/upremap/.
3. http://www.geneontology.org/.
4. http://cancer.cellmap.org.
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computation described in Section 6 due to the sparsity of the
graph. We are able to run 1;000 iterations, following sequen-
tial initialisation, of ILA on a standard PC in just under eight
hours. Our implementation is in MATLAB and the code is
not optimised: using a lower level programming language
such as C and more efficient data structures we expect this
time could be greatly reduced since significant book-keeping
is required, but this was not the focus of our work. For com-
parison, running IRM or LFRM for the same number of itera-
tions takes around 5 hours. ILA finds between 8 and 14
reproducible features on this data set, with up to six subclus-
ters per feature, whereas IRM finds between 50 and 80 clus-
ters, and LFRMbetween 20 and 25 features.

In order to assess whether the structure found by ILA is
more biologically meaningful than that found by IRM or
LFRM we again look for association with the Gene Ontology
(GO) terms. We use only the 467 GO biological process terms
belonging to at least 10 of theN ¼ 1;139 genes in the data set.
We run tenMCMC chains for 1;000 iterations for eachmodel,
and investigate the final sample for each. For each group, i.e.,
cluster (IRM), feature (LFRM) or subcluster (ILA), with at
least 10 member genes, we test for association using a chi-
squared test of independence. The resulting p-values are used
in the Benjamini Hochberg procedure to control the global
False Discovery Rate (FDR) at 0:01. The proportion of groups
with at least one5 GO term significant at this level is shown in
Fig. 9, where we see that ILA consistently finds more biologi-
callymeaningful groupings of genes than IRMor LFRM.

It is interesting to look in detail at the structure found in a
specific run. For one ILA chain, we investigate the most
active feature, which contains four subclusters. Two of these
subclusters show a high level of dis-associativity: while none
of the genes within either subcluster interact, 32% of the pos-
sible intercluster links are present, a very high proportion in
such a sparse network. The nodes in these two subclusters,

and their interactions are shown in Fig. 10. The subcluster
assignments are shown in pink and cyan. Using a straightfor-
ward visualisation, without a model based approach like
ILA, it would be difficult to spot the strong pattern in this
sub-network. Fig. 11 shows the interactions with one sub-
cluster on the left and the other on the right. The six genes in
the smaller subcluster, REL, NFKB1, NFKB2, RELA, NFKBIB
and NFKBIA are all in fact closely linked biologically,
despite this information not being present in the cancer cell
map. NFKB1 or NFKB2 binds REL or RELA to form a tran-
scription factor known as NFKB, which is inhibited by
NFKBIA and NFKBIB [21]. Thus we see that exploratory
analysis using ILA is able to uncover biologicallymeaningful
groupings of the genes in the network.

8 CONVERGENCE DIAGNOSTIC TESTS

Herewe test the ability of themethod to explore the posterior
over the latent variables in the model. In the Supplementary
Material, available online, we show the correctness of sam-

TABLE 2
Gene Interaction Network Results

IRM LFRM ILA logistic ILA noisy-OR

Train error (0-1 loss) 0:2110	 0:0022 0:2526	 0:0135 0:1573	 0:0065 0:1822	 0:0046
Test error (0-1 loss) 0:2425	 0:0059 0:2681	 0:0113 0:2269	 0:0059 0:2322	 0:0051
Test log likelihood �0:2463	 0:0066 �0:2123	 0:0120 �0:2218	 0:0189 �0:2100	 0:0099
AUC 0:8701	 0:0135 0:8433	 0:0186 0:8849	 0:0118 0:8788	 0:0099

All values are averages over the test edges. The best results are highlighted in bold.

Fig. 8. Predictions for the threemodels on the gene interaction network data set. In (a), white denotes that two genes interact, while in (b), (c), and (d), the ligh-
ter the entry, themore confident themodel is that the corresponding geneswould interact. Note that a lotmore of the structure in the data is captured by ILA.

Fig. 9. The proportion of clusters (IRM), features (LFRM) or subclusters
(ILA) with a significant association to a Gene Ontology term across
10 repeats. ILA findsmoremeaningful groups of genes than IRM or LFRM.

5. It is not useful to look at how many GO terms a group is associ-
ated with since there is significant redundancy between GO terms.
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pler using the joint distribution testing methodology of [3],
and we evaluate both the Raftery and Lewis [19] and the
Gelman and Rubin [2] convergence diagnostics.

In order to examine the burn-in time and mixing rate
of our sampler, we used a range of techniques that
assess different aspects of the chain. For the following
tests, we used a synthetic data set of size N ¼ 90 as seen
in Fig. 12 and ran the sampler for approximately 8;000
iterations. For completeness, we also performed conver-
gence analysis on the N ¼ 234 NIPS coauthorship data
set (see Section 7.2).

8.1 Traceplots and Running Mean Plots

Trace and running mean plots of the IBP hyperparameter,
a, CRP hyperparameter, g and bias parameter are shown in
Fig. 13 for two random initialisations of the ILA MCMC
chain. In both cases, the chains converge to a reasonable
mode of the distribution relatively quickly (in just a few
hundred iterations) but take considerably longer to move
between modes, often staying in a single mode for over a
thousand iterations. Two modes are easily noticeable in the
second chain: one at ða; gÞ � ð0:6; 1:5Þ and one at ð1:2; 0:7Þ.
The later uses more features and fewer subclusters than the
former mode. It is not surprising that moving between these
modes is challenging given the incremental nature of our
Gibbs sampler, but it encouraging that the chain does even-
tually succeed in doing so. Autocorrelation plots for the
two chains of Fig. 13 are included in the Supplementary
Material, available online. For the first chain the autocorre-
lation decays to a negligible level in just tens of iterations,
but by looking at the traceplots of Fig. 13 together with the
autocorrelations for the second run we conclude that this is
an optimistic view resulting from the fact that the first run
stayed in a single mode of a multimodal posterior

throughout. The second run managed to move, albeit
slowly, between two qualitatively different modes of the
posterior, which results in non-negligible autocorrelation
even at a delay of over 100. These differences between these
two runs highlight the difficulty in assessing MCMC con-
vergence: looking only at the first run would suggest we
are exploring the entire posterior effectively, whereas the
results of the second chain suggests there are multiple
modes never visited by the first chain. For the more com-
plex realworld NIPS data set, traceplots are shown in
Fig. 14. Here we see less distinct modes in the posterior,
and the autocorrelation of the bias decays the slowest, tak-
ing around 100 iterations. This mixing rate is quite reason-
able, with the caveat that the chain might be missing other
importants modes (this concern is addressed by the meth-
odology in Section 8.2 and Section 3 of the Supplementary
Material, available online). In the Supplementary Material,
available online, we include the corresponding plots for
one run of IRM and LFRM. The IRM appears to require a
longer burning than ILA or LFRM, but has no parameter
whose autocorrelation stays as high for as long as the bias
parameter in ILA or LFRM. This can be justified by the
nature of the models: the combinatorial nature of IBP
results in multimodal posterior distributions as opposed to
the simpler IRM.

8.2 Convergence from Extreme Initial States

Similarly we test the ability of our sampler to converge to
the same stationary distribution from specific, rather than
random, extreme initialisations:

1) no features,
2) one feature for each node, active for only that node

(and therefore one subcluster per node), i.e., Z ¼ IN ,

Fig. 10. A subnetwork of the cancer cell map with high disassociavity. These nodes belong to two subclusters of a particularly active four subcluster
feature.

Fig. 11. The same subnetwork as Fig. 10, but organised to emphasise
the disassociative nature of the two subclusters.

Fig. 12. Synthetic link matrix used for the convergence tests (N ¼ 90).
Black denotes link.
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3) one feature active for all nodes, all nodes in the same
subcluster, and

(4) one feature active for all nodes, each node in its own
subcluster.

We use the NIPS coauthorship data set (N ¼ 234, see
Section 7.2), and run 1,000 MCMC iterations of the sampler
from these four very different initialisations. Our main con-
cern is whether the complexity of the solution found will be
the same in each case, which we assess in Fig. 15 by show-
ing the total number of subclusters at each iteration for each
chain. Encouragingly we see that after around 200 iterations
the number of subclusters is similar for all four chains,
although initialisation 2 (which starts with N features) does
continue to have slightly more subclusters than the other
chains throughout the 1,000 iterations.

In conclusion, the ILA MCMC sampler does not seem to
have significantly greater mixing problems than IRM or

LFRM, despite the somewhat increased complexity of the
model. The empirical analysis presented here suggests that
for all three models convergence to a posterior mode is
quite rapid, and while moving between modes is more
challenging, it does occur in a computationally feasible
number of MCMC iterations. A final note to make is that
while MCMC convergence diagnostics are important, if the
goal is to obtain good predictive performance a single
MCMC run can be viewed as a speed-accuracy tradeoff
(see Section 7).

9 CONCLUSION

The evaluation and convergence tests indicate that our pro-
posed MCMC sampler for ILA is capable of rapidly reach-
ing a posterior mode, and eventually moving between
isolated posterior modes. While more elaborate sampling
techniques, such as split-merge proposals for the IBP

Fig. 13. Traceplots and running mean plots (red line) of the ILA logistic a, g and bias parameters for the synthetic data set with N ¼ 90. The two rows
represent different random initialisation. Convergence to a posterior mode is rapid, but moving between modes takes many iterations.

Fig. 14. Traceplots plots of the a, g and bias parameters of ILA for the NIPS data set (N ¼ 234). On this more complex real world data set distinct
modes are not apparent but there is significant autocorrelation, particularly for the bias parameter, for up to 100 iterations.
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features could be used allowing more global, rather than
incremental, moves, the model’s strong empirical results at
the link prediction task suggest that even the current, sim-
ple sampler finds meaningful latent structure.

Using an alternative noisy-OR likelihood model allows
us to derive an MCMC implementation which scales line-
arly with the number of links in the observed network. This
quantity grows more slowly than the potential number of
links, N2, in the “sparse” graph structures typical of real
networks. As a result, using this likelihood we are able to
run ILA on a data set with N ¼ 1;139 nodes, and find bio-
logically meaningful subclusters of interest using the
inferred structure.

With the exception of Roy et al. [20] the latent variable
models proposed to date for network data extract only a flat
clustering, be it overlapping or not, of the the nodes in the
network. Our experimental results on two very different
data sets suggest that such models fail to capture the com-
plex nature of real world networks. ILA, however, is able to
naturally represent this complexity using overlapping fea-
tures which are divided into subclusters, with correspond-
ing gains in empirical performance.
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